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# TASK 4 – *Ethics and the user of Data Science/ML/AI*

## Task 4-1 : Stop The Killer Robots – Autonomous Drone Warfare

1. **Overview of problem**

This title may sound like a bad ‘B-Movie’ but the *Campaign to Stop Killer Robots* (https://www.stopkillerrobots.org/) is an umbrella framework for 180+ organisations that is concerned about the growing potential threat of autonomous weapons systems.

In this section of the assignment, I am considering the ethical and legal issues raised by groups like *Stop The Killer Robots* (STKR) that are associated with this extreme end of the spectrum when it comes to autonomy in technology.

What can, and should, be done to ensure that the artificial intelligence development and processes underpinning ‘killer robots’ is accountable and free from abuse?

The question becomes less and less academic each day. We already have present day examples of quasi-autonomous weapons in the field, such as Israel’s *Harpy* anti-radar ‘fire-and-forget’ drone. These, and ongoing military AI development across the globe, raise an ongoing moral dilemma around such technology**[1]**.

1. **Ethical and Legal Challenges**

Paul Scharre, a former US-Army Ranger, and a director at the New American Security ‘think-tank’, wrote in 2019 in his book: *Army of None: Autonomous Weapons and the Future of War* that the Pentagon needed to shift its thinking on artificial intelligence**[2]**.

Scharre distilled his concerns down to two kinds of legal and ethical questions;

1. Machine permissibility. What is the system allowed to do on its own?
2. Machine accountability? Who takes initial (and ultimate) responsibility for what the system does on its own?

In February 2020, as a response to these types of concerns, the US DoD rolled out a list of five AI ethical principles to govern its work in this area**[3]**:

1. Responsibility and good judgement applied by military personnel in the use of AI capabilities.
2. Equitable. Bias is minimized.
3. Traceable. Reasons for AI decisions can be understood.
4. Reliable. Systems tested, secured, and robust.
5. Governable. The ability exists to easily disengage in the case of unintended behaviour.

However, the concern from the *Campaign to Stop Killer Robots* is that these effectively remain guidelines and could ultimately be used by human actors to avoid taking legal (or moral) responsibility for the actions of autonomous weapons systems**[4]**.

The campaign highlights that a new proposed international treaty to prohibit and restrict ‘killer robots’ has been endorsed by dozens of countries**[5]**. Despite this, the major powers remain resistant to new treaties, preferring to look at existing legislation and regulation **[6][7]**. This fuels scepticism in many that the desire to be first in the ‘AI Arms Race’ will lead to compromises in ethical standards.

1. **Challenges for Data Scientist**

The US DoD have declared that they want to integrate ethics into all aspects of their AI test and evaluation processes**[8]**, and thus have outlined policies for their data engineers.

In the need to be equitable and traceable, the AI test harnesses must be able to identify algorithmic bias. It must be clear what data elements are contributing to a systems decision. If a system is literally going to be targeting an individual, or group of individuals, it must be clear what criteria the machine learning model is using to make that decision.

Even for the DoD a major challenge is that AI testing is still heavily dependent on manual assessment. There is widespread engagement with the private sector and academia, but this is still seen as an area of concern. There is a lack of sophisticated toolkits to test AI-driven systems, in the view of the US DoD.

The disengagement mechanism appears to be more of a general engineering challenge in terms of capability, rather than one unique to data engineers. ‘Pulling the plug’ quickly and effectively, if needed, in the event of a suspicious decision requires a generally well-built system architecture.

Other US government departments are impressed with the AI techniques being deployed by the DoD and seek to emulate them in their own ethical artificial intelligence strategies**[9]**.

1. **Reflections**

Many voices in the *Campaign to Stop The Killer Robots* advocate an outright ban on AI technologies being used to create autonomous weapons systems. Professor Noel Sharkey has passionately argued that computers should never be in the business of killing people**[4]**.

However, Is an outright ban even remotely practical? Many in the military today believe that such a ban is impossible **[10]**.

Crucially, there are other voices in the STKR organisation, with both academic and military backgrounds, that push for governments to, at the very least, adopt the US DoD ethical principles and then enshrine this process in multi-lateral treaty agreements. Critically, it should be paramount that ‘permanent significant human control’ always remains in place **[11]**.

To me, it seems that, just like with Nuclear and Chemical weapons before them, AI-based weapons need to be comprehensively covered under dedicated international arms treaties. Such weapons will proliferate and become a great deal harder to count and verify, but pressure needs to be brought to bear on the major powers to recognise the genuine concerns of humanity in the face of ‘killer robots’.
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## Task 4-1 : YouTube in 2021: Trying to tame the recommendation engines that radicalised millions (by accident).

1. **Overview of problem**

Guillaume Chaslot completed is doctorate in Machine Learning in 2010 and was then offered his dream job working at Google.

He began, along with other data scientists, working on the artificial intelligence algorithms that drove the YouTube recommender sidebar, and was excited by the possibilities**[1]**.

By 2013, Guillaume had been fired from YouTube. He had advocated against the changes in the recommender engine that were inadvertently pushing mis-leading and hateful content at people, all with the intention of keep viewers hooked on YouTube.

The role of YouTube, and other social media platforms, in generating a radicalised subculture of viewers is well documented. The problem that YouTube grapples with in 2021 is how address the criticisms of policies in 2014-2018 and to be a platform that promotes diversity and truthfulness. Can it handle the test of weeding out the undesirable content, and has the challenge of the Covid workplace made it more difficult to meet this ethical objective?

1. **Ethical and Legal Challenges**

The fourth episode of the 2021 New York Times ‘Rabbit Hole’ podcast contains an interview with Susan Wojcicki, the CEO of YouTube. It focuses primarily on decisions driven by her nearly a decade ago to change the way the YouTube recommendation engine worked, and partial acknowledgement that this led to unexpected (and presumably undesirable) alt-right radicalisation of significant numbers of viewers**[2]**.

The accusation laid against YouTube, both by external observers and former staff, is that around 2014 the company deliberately chose to refine its recommender algorithm with the express intention of increasing *watch time*.

Now, a sophisticated neural network model would recommend, and actively promote in the side bar, a greater range and diversity of new videos based on past viewing history. Most critically, YouTube would continue to filter out content based on the obvious, and established, criteria for banning videos - violence, nudity, and profanity - but would do little to assess content beyond those measures. Thus, an increasing array of alt-right videos were being pushed out to viewers who has started searching for videos on topics such as history and self-help**[1]**.

The alt-right videos, with their sensationalist titles, tended to generate more views and led certain viewers down a ‘rabbit hole’ of conspiracy theories and hate speech.

YouTube defended it actions at the time by declaring that it did deliberately did not take a partisan side in politics, and that it respected free speech.

However, the ethical issue continued to be that YouTube was providing a platform to hate speech and misinformation. More worryingly, the recommender engine was too often creating ‘filter bubbles’**[1]**. The model was clever enough not to fixate on cat videos, if that was the initial user search topic. However, if the user looked at an Alex Jones diatribe the YouTube model would never try and counterbalance with something from Jon Stewart.

YouTube was feeding a serious imbalance in news media, and it took until late 2019 before it began to effectively acknowledge responsibility, and it became evident and visible that YouTube was getting serious about its ethical media stance.

Of course, as welcome as these changes are, it is worth remembering that free speech is desirable, and content should be available with opposing views. Is there s danger that YouTube might inadvertently suppress content just because it is unpopular?

1. **Challenges for Data Scientist**

Probably the most obvious challenge is volume. The YouTube Community Guideline site states that 100s of hours of content are uploaded every minute**[3]**.

Compounding this metric is the fact that YouTube is still heavily reliant on human moderators. YouTube sent its workforce, including the 10,000+ moderators, home at the start of the pandemic and ramped up the scope and operations of the automated AI moderation system. However, these systems reported a significantly higher volume of ‘false positives’, taking down videos that were actually not in breach of guidelines and for which half of the decisions were subsequently reversed**[4]**. The dependency on human moderation became even more apparent when YouTube made the decision to re-introduce greater levels of human involvement in late 2020**[5]**.

This highlights that the machines are not quite ready yet to replace the human element in content moderation, and that the assessment of videos in bulk remains a complex task in need of further solutions.

That said, the company states that, as of April 2021, 94% of content breaking its rules is caught by its AI systems, and most of those videos are removed before they have 10 views**[6]**. Clearly the situation is improving but difficulties remain.

1. **Reflections**

Susan Wojcicki’s interview in 2020 with the New York Times**[2]** seemed to imply that, at the time, she doubted that changes to YouTube could do much harm. Politics seemed a very niche element of YouTube, with very low viewership.

However, the AI models that were built and deployed in 2012-2015 were designed to capture and keep attention as a primary objective. They worked extremely well and are seem by many as a contributor to the increased polarization and coarseness of global political debate in 2021.

I have two reflections;

The first is that work is still needed to enhance the AI models to prevent misinformation and hate speech being uploaded to platforms like YouTube. In December 2021, Meta announced innovations it was working on in the field of Few-Shot Learner (FSL), an AI technology to allow more rapid action on capturing harmful content**[7]**. Presumably, these are the types of approaches that YouTube will also embrace.

The second is related to the fact that since 2020 YouTube has been effectively saying that it will follow the establishment line on topics such as vaccines and hate crime. This is a positive move, but the ‘establishment’ is not always right. A recent example is the self-censorship of YouTube in Russia**[8]**. Is there not an argument that we should encourage YouTube, and other such platforms, to allow the occasional ‘edgy’ content.
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